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Disclaimer 

This project has been co-funded by the Erasmus+ Programme of the European Union. 

You are free to share, copy and redistribute the material in any medium or format, as well as adapt, transform, and 

build upon the material for any purpose, even commercially, provided that you give appropriate credit to the project 

and the partnership, and indicate if any changes were made. You may do so in any reasonable manner, but not in 

any way that suggests the partnership, or the European Commission endorses you or your use. You may not apply 

legal terms or technological measures that legally restrict others from using the material in the same manner that 

you did. 
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Course Title Natural Languages Processing 

Course Number 0907753 

Experiment Number 2 

Experiment Name Hugging Face's Transformers Library 

Objectives The students experiment with Hugging Face’s Transformers Library. 

Introduction This is an advanced experiment in NLP. The student solves five exercises to practice some 
advanced skills in NLP. 

Materials Computer with Python integrated development environment (IDE) software installed 
(PyCharm is recommended), or Jupyter Notebook (Google Colab is recommended). 

Dataset files: None 

Procedure Exercise 1: Question Answering 
The following code specifies a context and a question. Complete this code to answer the 
question using the given context using the DistilBERT base uncased distilled SQuAD model. 

from transformers import pipeline 

 

# Initialize the question answering pipeline with 

#   the distilbert model 

qa_pipeline = pipeline("question-answering", 

                model="distilbert-base-uncased-distilled-squad") 

 

# Define the context and the question 

context = """ 

Hugging Face is a technology company based in New York and Paris.  

They are known for their Transformers library, which is widely 

used in natural language processing. 

""" 

question = "Where is Hugging Face based?" 

 

 

Exercise 2: Text Summarization 
The following code specifies a text. Complete this code to summarize this text using the T5 
Small model. 

from transformers import pipeline 

 

# Initialize the summarization pipeline with the t5-small model 

summarizer = pipeline("summarization", model="t5-small") 
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# Define the text to summarize 

text = """ 

Hugging Face is a technology company based in New York and Paris.  

They are known for their Transformers library, which is widely 

used in natural language processing.  

The Transformers library provides thousands of pre-trained models 

to perform tasks on texts such as classification, information 

extraction, question answering, summarization, translation, and 

text generation in over 100 languages.  

Hugging Face has democratized the use of state-of-the-art machine 

learning models by making them accessible to researchers and 

practitioners around the world. 

""" 

 

 

Exercise 3: Text Classification 
The following code specifies text samples. Complete this code to classify these samples using 
the distilbert-base-uncased-finetuned-sst-2-english model. 

from transformers import pipeline 

 

# Initialize the text classification pipeline with the bert-base-

uncased model 

classifier = pipeline("text-classification") 

 

# Example texts for classification 

texts = [ 

    "I love this product! It's amazing.", 

    "This is the worst movie I have ever seen.", 

    "The restaurant was okay, not great but not terrible either." 

] 

 

 

Exercise 4: Text Classification/Manual 
Solve the above exercise using the TFAutoModelForSequenceClassification and 
AutoTokenizer classes imported below. 

import tensorflow as tf 

from transformers import AutoTokenizer 

from transformers import TFAutoModelForSequenceClassification 
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Exercise 5: Generating Shakespearean Text 
Use the Hugging Face Transformers library to download a pretrained language model 
capable of generating text (e.g., GPT), and try generating more convincing Shakespearean 
text. You will need to use the model’s generate() method—see Hugging Face’s 
documentation for more details. 

 

Data Collection Capture the output of your code for the above five exercises. 

Data Analysis None 

Required Reporting Submit your code and the captured output. 

Safety Considerations Standard safety precautions related to using computer. 
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